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Abstract

Large Language Models (LLMs) have demon-
strated remarkable proficiency in generating
fluent text. However, they often encounter the
challenge of generating inaccurate or halluci-
nated content. This issue is common in both
non-retrieval-based generation and retrieval-
augmented generation approaches, and exist-
ing post-hoc rectification methods may not ad-
dress the accumulated hallucination errors that
may be caused by the "snowballing" issue, es-
pecially in reasoning tasks. To tackle these
challenges, we introduce a novel approach
called Real-time Verification and Rectification
(EVER). Instead of waiting until the end of
the generation process to rectify hallucinations,
EVER employs a real-time, step-wise gener-
ation and hallucination rectification strategy.
Apart from directly mitigating hallucination,
we further demonstrate that both the EVER-
rectified response and the original one can
serve as preference data to enhance the fac-
tuality of the model through preference tuning.
When compared to both retrieval-based and
non-retrieval-based baselines, EVER demon-
strates a significant improvement in generating
trustworthy and factually accurate text across
a diverse range of tasks, including biography
generation and multi-hop reasoning.

1 Introduction

Recent years have witnessed remarkable progress
in the field of Large Language Models (LLMs),
which are increasingly adept at generating coherent,
contextually fluent responses. Despite this, they are
still prone to hallucination which is defined as the
generated content is nonsensical or unfaithful to
a reference content (Ji et al., 2023; Zhang et al.,
2023b). Hallucination can be categorized into two
types: intrinsic and extrinsic. Intrinsic hallucina-
tions happen when the generated content is contra-
dictory to the reference. Extrinsic hallucinations,
meanwhile, are the content that, while seemingly
plausible, cannot be verified by evidence, typically

appearing as imaginative concoctions or guesses
made by the model (Min et al., 2023; Sun et al.,
2023; Kandpal et al., 2023).

Due to the infrequent updates of an LLM’s para-
metric knowledge base, utilizing external knowl-
edge has shown significant leap in enhancing factu-
ality by providing up-to-date content (Lewis et al.,
2020). Prior retrieval-based mitigation methods of
LLM hallucination can be categorized into two cat-
egories: pre-generation, and post-generation meth-
ods. The pre-generation methods (Lewis et al.,
2020; Vu et al., 2023; Asai et al., 2023) optimize
the retrieved content to be more accurate, relevant
and supportive. But these methods may still pro-
duce detailed factual errors, particularly in long-
form generation if there is no mechanism for post-
generation checks or revisions. Another line of
work focuses on enhancing the attribution of text
post-generation (Gao et al., 2022; Gou et al., 2023;
Peng et al., 2023). However, these post-hoc editing
methods do not account for the "snowballing" is-
sue of hallucinations (Zhang et al., 2023a), where
initial factual errors can lead to a series of accumu-
lated errors, and they require increasingly complex
revisions to mitigate its impact.

To address these challenges, we propose
the REal-Time VErification and Rectification
(EVER) framework. Instead of mitigating halluci-
nation until the end of generation, EVER employs
real-time validation to identify both intrinsic and
extrinsic hallucinations, mitigating these issues dur-
ing the generation process to prevent error propaga-
tion. The process involves three stages: generation,
validation, and rectification. First, a LLM gener-
ates an initial sentence based on a prompt, which
may include externally retrieved knowledge, such
as Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020). Then, it validates the correctness of
each fact-related concept in the sentence by identi-
fying intrinsic and extrinsic hallucinations. In the
rectification stage, any detected errors are corrected



based on the type of hallucinations identified. The
rectified sentence then undergoes another round of
validation. If extrinsic hallucinations persist, de-
pending on the task, we either flag the sentence
with a warning to alert users to potential issues
or abstain from answering the question, which en-
hances the trustworthiness of the generated content.
In addition to directly mitigating hallucination dur-
ing the generation process, we further explore the
utilization of the EVER-generated data to construct
preference data pairs, essentially enhancing the fac-
tuality of the model through preference tuning.

Our primary contribution of this paper is EVER,
which introduces a novel approach to mitigate hal-
lucinations in LLM. Compared to the state-of-the-
art prior methods, our results demonstrate the ef-
fectiveness of this approach in directly reducing
hallucinations in two tasks: long-form biography
generation and reasoning. Furthermore, we show
the compatibility of EVER, which can serve as a
complement to the traditional RAG method. Lastly,
we demonstrate that EVER-rectified response can
lead to better preference data and enhance the fac-
tuality of LLM with preference tuning.

2 Real-Time Verification and
Rectification

In this section, we firstly detail our method,
REal-time VErification and Rectification (EVER),
whose framework with one representative example
is shown in Figure 1. EVER aims to mitigate hal-
lucinations in language model outputs by immedi-
ately validating each generated sentence during the
generation period, which helps prevent error prop-
agation. Secondly, as shown in Figure 2, we use
EVER-recified response to construct better prefer-
ence data to align LLM to become more factual by
using preference tuning.

2.1 Prompting-based Hallucination
Verification and Mitigation

We first present how to use EVER to directly mit-
igate hallucination of LLM during the response
generation period.

2.1.1 Generation
The first stage is to generate the initial sentence
given the prompt. Based on if an external knowl-
edge is used in the prompt, we categorize the gen-
eration method to two categories:
• Non-retrieval Generation: In non-retrieval gen-

eration, the LLM is provided with a query and

is prompted to generate a response based solely
on its internal knowledge without referring to
external data sources.

• Retrieval-Augmented Generation (RAG): In
RAG (Lewis et al., 2020), the LLM is presented
with the context in the prompt.

After determining the generation category in
EVER, we adopt a real-time generation and ver-
ification strategy to mitigate the "snowballing is-
sue" in text generation (Zhang et al., 2023a; Varsh-
ney et al., 2023). This effect arises when early
inaccuracies or hallucinations in the text result in
compounded errors in subsequent sentences. By
addressing hallucinations on a real-time basis, our
strategy significantly reduces the likelihood of er-
rors propagating throughout the entire text, ensur-
ing that early hallucinations do not have a signifi-
cant impact on later generated content. Therefore,
we transition to the validation and hallucination
correction phases upon generating a new sentence.

2.1.2 Concept-Level Validation
In the validation stage, we meticulously evaluate
the generated sentence at a concept-level, with the
goal of identifying the occurrence of hallucinations
and classifying them as either intrinsic or extrinsic
hallucinations. The entire validation phase includes
three steps: key concepts identification, validation
question generation, and support checking. We
detail these steps as follows:
Key Concepts Identification. In key concepts
identification step, we leverage the in-context learn-
ing ability of the model to extracts factual-related
concepts from the generated sentence. We extract
all potential concepts that might cause hallucina-
tion, such as dates, numbers, jobs, locations, etc.
For example, as shown in Figure 1, in the sen-
tence "Shin Jea-hwan is an artistic gymnast, born
on November 2, 1998, and has raised by a family
of traveling circus performers.", we extract the con-
cepts of "artistic gymnast", "November 2, 1998",
and "traveling circus performers".
Validation Question Generation. Once the key
concepts are identified, we will use the model to
generate validation questions. These validation
questions are Yes/No questions constructed to ver-
ify the accuracy of the concepts in the initial sen-
tence. For example, in Figure 1, for the extracted
concept of "artistic gymnast", the corresponding
validation question is "Is Shin Jea-hwan an artistic
gymnast?"



Question Tell me a bio of Shin Jea-hwan.

Shin Jea-hwan is an artistic gymnast, born on November 2, 1998, and has raised by a family of traveling circus 
performers.

LLM

Is Shin Jea-hwan an artistic gymnast? Was Shin Jea-hwan born on November 2, 1998? Has … raised by … traveling circus performers?

Validation Question Generation

Support Checking

Retrieval

OR

FalseTrue NEI

LLM

Revised: Shin Jea-hwan is an artistic gymnast, born on 
March 3, 1998, and has raised by a family of traveling 
circus performers.

Rewrited: Shin Jea-hwan is an artistic gymnast, and he 
made his international debut in 2017.

Step 3: Rectify hallucinations

Step 2: Validate concepts in parallel

Step 1: Generation

Retrieval

Optional

Step 4: Validate again and process final extrinsic hallucinations

Shin Jea-hwan is an artistic gymnast, and he made his international debut in 2017. (2017: not sure)

Append to the prompt 
and continue generation

Intrinsic
Hallucination 

Found!

Extrinsic
Hallucination 

Found!

Figure 1: Overview of EVER pipeline in the biography generation task. EVER proactively identifies and
rectifies concept-level hallucinations before each new sentence generation. Also, it flags any remaining extrinsic
hallucinations after a single round of rectification, thereby enhancing the trustworthiness of the output.

Support Checking. Then, in the last step, we
use few-shot Chain of Thought (CoT) prompt-
ing (Wei et al., 2022) to guide the model to
choose one of three flags for each validation ques-
tion based on the evidence: True, False, or Not
Enough Information (NEI). A True flag indi-
cates that the evidence supports the generated con-
cept, whereas a False flag signifies that the gener-
ated concept is in contradiction with the evidence,
pointing towards an intrinsic hallucination. The
NEI flag is assigned when no related evidence is
found, suggesting the presence of an extrinsic hal-
lucination. To compare the effect of retrieval on our
method, we test on the following two strategies.

• Self-query: Based on the validation question, we
prompt the LLM to directly answer the question
by choosing from the three labels.

• Evidence Retrieval: This mode leverages exter-
nal knowledge source to gather evidence that can
help answer the validation question.

2.1.3 Rectifying Hallucination
After the validation stage, if hallucination is de-
tected, i.e., at least one validation question is as-
signed the flag False or NEI, EVER aims to rectify
the corresponding sentence based on the evidence
gathered, including two revision categories:

Intrinsic Hallucination Revision. Intrinsic Hal-
lucinations refer to instances where the generated
output contradicts the source content. These hal-
lucination will be revised based on the evidence
retrieved from last step. The primary objective is
to align each entity or fact with verifiable truths.
Extrinsic Hallucination Rewrite. Extrinsic Hallu-
cinations are defined as generated outputs that can-
not be verified against the source content, meaning
the output is neither supported nor refuted by the
evidence. When confronted with such situations,
the entire sentence undergoes a rewrite, taking into
account feedback that pinpoints the issue and uses
the retrieved evidence as a reference.

2.1.4 Processing the Remaining Extrinsic
Hallucination

After completing the rectification phase, the re-
fined sentence undergoes revalidation. If intrinsic
hallucinations cannot be fully rectified with a sin-
gle round of rectification, we conduct additional
rounds. It’s important to note that, in most scenar-
ios, one round of rectification is empirically suffi-
cient to eliminate all intrinsic hallucinations (see
detailed analysis in Appendix B). In such cases,
if a sentence still exhibits extrinsic hallucinations,
depending on the tasks, we will further refine it.
For example, in short-form generation, if there is



no other verified correct answers, we will abstain
from answering the question to maintain honesty.
In long-form generation, we will mark it with a
final warning flag, "not sure," indicating the pres-
ence of extrinsic hallucination and enhancing the
trustworthiness of the generated content. Acknowl-
edging limitations and errors in generated content
promotes transparency and a reliable user experi-
ence. Since completely rectifying all extrinsic hal-
lucinations can be challenging, the warning signal
effectively assists users in utilizing the generated
content.

2.2 Enhancing Factuality of Model via
Preference Tuning

In addition to directly rectify hallucination dur-
ing the generation period, we extend the EVER
framework to create better preference data to es-
sentially enhance the factuality LLM by preference
tuning. Here, as illustrated in Figure 2, the EVER-
generated response yever can be naturally served as
preferred response and the non-rectified response
is used as dispreferred response. Formally, the pref-
erence data is defined as D = {x(i), y(i)w , y

(i)
l }Ni=1,

where y
(i)
w = y

(i)
ever and y

(i)
l represent preferred

and dispreferred responses given an input prompt
x(i). Such preference data are then used to perform
preference tuning by using direct preference opti-
mization (DPO) (Rafailov et al., 2023), which are
detailed as follows:

Specifically, in large language model, we first
define a language model policy πθ, which can pro-
duce the response y with a conditional distribu-
tion πθ(y | x). For each input prompt x and re-
sponse y, we define a reward function r(x, y) to
measure the generation quality of y. Our goal here
is to maximize the average reward of outputs gen-
erated by the language model policy. Following
a Bradley-Terry model (Bradley and Terry, 1952),
DPO obtain each preference pair with the probabil-
ity p(yw ≻ yl), which defined as:

p(yw ≻ yl) = σ(r(x, yw)− r(x, yl)), (1)

where σ(·) is defined as a sigmoid function. Then,
DPO achieves the maximum average reward by
optimizing the following classification loss over
the preference data as:

L(πθ,D) = −E(x,yw,yl)∼D[
log σ

(
α log

πθ(yw|x)
πref(yw|x)

− α log
πθ(yl|x)
πref(yl|x)

)]
,

(2)

Figure 2: Illustration of using EVER-generated data to
construct preference data pairs, which are then used to
further finetune the model to enhance the factuality of
model.

where πref(y | x) is defined as the reference policy,
typically referring to the result after performing
supervised fine-tuning.

3 Experiment of Prompting-based
Hallucination Rectification

In this section, we evaluate the performance
of EVER on three tasks, short-form QA (Ap-
pendix A), biography generation and reasoning,
aiming to answer the following questions: (1) Can
EVER effectively address the challenges we’ve
identified for RAG and post-hoc edit methods?
(2) Can EVER effectively reduce hallucination of
LLMs compared to other baselines across differ-
ent tasks? (3) Can EVER effectively increase the
trustworthiness of generated texts? In practice, we
apply one of the following variant of EVER based
on different application scenarios:

• EVER (NRG+SQ): The first variant is a non-
retrieval method that involves non-retrieval sen-
tence generation (NRG) combined with a self-
query (SQ) approach during the support check in
the validation phase.

• EVER (NRG+ER): The second approach also
employs a non-retrieval sentence generation ap-
proach, but it introduces evidence retrieval (ER)
during the support check in the validation phase.

• EVER (RAG+ER): The third variant enhances
sentence generation with retrieval-augmented
methods (RAG) and includes evidence retrieval
during support checking.

3.1 Biography Generation Task

In this task, the LLM is prompted to generate
factual long-form biographies (bio), where LLM
needs to ensure the accuracy of each atomic fact
within the response.

3.1.1 Experimental Setup
Dataset and Evaluation Metric. We utilize the
bio benchmark with 183 examples as proposed by
(Min et al., 2023), our model is prompted with



"Tell me a bio of <entity>." to generate a biogra-
phy for a given entity. To evaluate the effective-
ness of our method, we employ the FACTSCORE

metric (Min et al., 2023). This metric leverages
a retrieval-augmented language model ("ChatGPT
+ Retrieval"), for fact-checking the generated re-
sponse, which has demonstrated that this metric
aligns well with human evaluations. Furthermore,
in line with other baseline settings, we retrieve evi-
dence using Google Search.
Evaluation Scenarios and Baselines. We eval-
uate EVER in three scenarios: non-retrieval,
retrieval-augmented rectification, and retrieval-
augmented generation and rectification. Each sce-
nario corresponds to a specific variant of EVER:
EVER (NRG+SQ), EVER (NRG+ER), and EVER
(RAG+ER), respectively.

In each scenario, we employ different base-
lines for evaluation. First, in the non-retrieval
scenario, we compare EVER (NRG+SQ) with
several models: 1) zero-shot generation mod-
els, including LLama 2 7B Chat, LLama 2 13B
Chat (Touvron et al., 2023), InstructGPT (Ouyang
et al., 2022), and GPT 3.5 Turbo; 2) a factuality-
enhanced decoding method called Dola (Chuang
et al., 2023); and 3) a chain of verification method
called CoVE (Dhuliawala et al., 2023). Second, in
the retrieval-based rectification scenario, we com-
pare EVER (NRG+ER) with RRAR1 (Gao et al.,
2022). RRAR not only identifies attributions by
using a search engine for outputs from various text
generation models but also performs hallucination
rectification. Third, for the RAG-like baselines,
we compare EVER (RAG+ER) with vanilla RAG
and Self-RAG (Asai et al., 2023). These models
are trained to retrieve, generate, and critique to
enhance the LLM’s output quality and factuality.
Detailed descriptions of the baselines are discussed
in Appendix D.

3.1.2 Results and Analysis
In Table 1, we report the performance on the bi-
ography generation task. Specifically, we have the
following observations: first, compared with non-
retrieval based scenario with retrieval based sce-
nario, we observe that external knowledge retrieval
significantly enhances the factuality of text genera-
tion. This trend indicates that retrieval mechanisms
enrich the inherent knowledge of large language

1While the original paper uses Bing Search and GPT-3, we
adapted the code to match our experimental setup with Serper
Google Search API and our chosen LLMs.

models with up-to-date and specific information,
thereby improving the content’s accuracy.

Second, in comparison to other baselines of
equivalent LLM scale, EVER exhibits superior
performance in rectifying hallucinations across all
scenarios, affirming the efficacy of its sentence-by-
sentence generation, paired with real-time verifica-
tion and rectification. In particular, when retrieval
is not utilized, EVER outperforms the post-hoc
verification and revision method CoVe when ap-
plied to the same pretrained Llama 65B model.
This effectiveness is further corroborated through
a fine-grained comparison between EVER and
RRAR. Here, we compare EVER and RRAR with
respect to the rarity of the biography, as defined
by the pageviews of their corresponding Wikipedia
pages. The results in Figure 3 illustrate that, un-
like RRAR, which cannot reduce hallucinations
for more rare subjects, the sentence-by-sentence
evidence retrieval validation in EVER maintains
stable factual precision across varying rarities.
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RRAR EVER (NRG+ER)
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Figure 3: Comparison of our method and RRAR across
examples with varying rarity distributions for the Llama
2 7B chat and GPT 3.5 Turbo models. "VR, R, M, F,
VF" stands for "very rare", "rare", "medium", "frequent",
and "very frequent", respectively.

Third, EVER could serve as a effective com-
plementary method to the traditional retrieval-
augmentation generation (RAG). Built upon tra-
ditional RAG, EVER (RAG+ER) demonstrates sig-
nificant improvements over the conventional RAG
approach. This demonstrates that EVER not only
effectively retrieves relevant information but also
adeptly incorporates and refines this information
within the generated content.

3.2 Reasoning Task

The final task we evaluate is the reasoning task,
where the phenomenon of "hallucination snow-
balling" frequently arises (Zhang et al., 2023a). By
leveraging the Chain-of-Thought (CoT) prompt-



Table 1: Results on the biography generation task.
∗These numbers are from Asai et al. (2023). †We obtain
the results from Dhuliawala et al. (2023). ‡The results
are from Min et al. (2023)

.
LM Scale Method FACTSCORE (%)

Non-Retrieval
InstructGPT Zero-Shot‡ 52.8
- - - - - - - - - - - - - - - - - - - - -

Llama 2 7B Chat
Zero-Shot 36.8

Dola 36.8
EVER (NRG+SQ) 46.7

- - - - - - - - - - - - - - - - - - - - -

Llama 2 13B Chat
Zero-Shot 40.3

Dola 40.1
EVER (NRG+SQ) 47.5

- - - - - - - - - - - - - - - - - - - - -

Llama 1 65B
Few-Shot† 55.9

CoVe† 71.4
EVER (NRG+SQ) 72.9

- - - - - - - - - - - - - - - - - - - - -

GPT 3.5 Turbo Zero-Shot 71.8
EVER (NRG+SQ) 75.2

Retrieval-Augmented Rectification

Llama 2 7B Chat RRAR 37.8
EVER (NRG+ER) 76.9

- - - - - - - - - - - - - - - - - - - - -

Llama 2 13B Chat RRAR 41.5
EVER (NRG+ER) 79.5

- - - - - - - - - - - - - - - - - - - - -

GPT 3.5 Turbo RRAR 74.3
EVER (NRG+ER) 94.5

Retrieval-Augmented Generation and Rectification
PerplexityAI RAG‡ 71.2
- - - - - - - - - - - - - - - - - - - - -

Llama 2 7B Chat
RAG 79.4

Self-RAG∗ 81.2
EVER (RAG+ER) 86.4

- - - - - - - - - - - - - - - - - - - - -

Llama 2 13B Chat
RAG∗ 79.9

Self-RAG∗ 80.2
EVER (RAG+ER) 87.3

- - - - - - - - - - - - - - - - - - - - -

GPT 3.5 Turbo RAG 92.7
EVER (RAG+ER) 95.8

ing method (Wei et al., 2022), we present multi-
hop questions that required LLMs to construct an
accurate and factually correct reasoning chain to
provide the correct answers.

3.2.1 Experimental Setup

Datasets and Experiment Settings. In this task,
follow Trivedi et al. (2022), we use the test sub-
set comprising 500 examples from the multi-hop
question answering HotPotQA dataset (Yang et al.,
2018). We calculate the exact match (EM) and
F1 score, following (Yang et al., 2018; Gou et al.,
2023). For other experiment settings, we use the
same setting as in the biography generation task.

Baselines. Similar to the biography task, we eval-
uate all variants of EVER in the reasoning task.
For each variant, we employ differnt baselines
for evaluation. First, in the non-retrieval scenario,
we we compare EVER (NRG+SQ) with Few-shot
CoT (Wei et al., 2022). Second, in the retrieval-
based rectification scenario, we compare EVER
(NRG+ER) with CRITIC (Gou et al., 2023). Thrid,
we compare EVER (RAG+ER) with retrieval-based
generation method IRCoT (Trivedi et al., 2022).
See details about these baselines in Appendix E.

3.2.2 Results & Analysis
In Table 2, we report the results of EVER and other
baselines on HotPotQA. According to the results,
we demonstrate the superiority of EVER in im-
proving the effectiveness of CoT prompting in rea-
soning tasks. Similar to the biography generation
task, retrieval-based method significantly improves
the performance compared with Few-Shot CoT. In
addition, EVER (NRG+ER) outperforms CRITIC,
likely because CRITIC, while capable of verifying
the final answers to multi-hop reasoning questions,
corrects the reasoning chain as a whole rather than
step-by-step. This approach cannot mitigate the
"snowballing" issue throughout the steps. More-
over, by integrating retrieved knowledge prior to
generation and incorporating a validation phase af-
ter generation, EVER (RAG+ER) outperforms the
IRCoT method. This indicates the importance of
both pre-generation retrieval and post-generation
validation in enhancing the accuracy and reliability
of CoT-based reasoning.

Table 2: Results on the HotpotQA multi-hop reasoning
dataset. ∗The result is from Gou et al. (2023).

Retrieval Method EM (%) F1 (%)

N/A Few-Shot CoT 32.6 46.8
EVER (NRG+SQ) 34.7 48.3

Google RRAR 34.5 46.7
CRITIC∗ 40.3 52.9

Dataset EVER (NRG+ER) 42.3 58.1

Dataset IRCoT 48.4 57.8
EVER (RAG+ER) 51.4 61.2

3.3 Analysis

Extrinsic Hallucination Analysis. In the biogra-
phy generation task, we conduct a human annota-
tion analysis of the 300 instances that are classi-
fied as "Not Enough Info" (NEI). Here, we define
three distinct categories of extrinsic hallucination,



Table 3: The three categories of extrinsic hallucination identified by ChatGPT based on human annotations, along
with their respective percentages. We also list one representative validation question and the corresponding evidence,
where the extracted concept for each validation question are marked in yellow .

Category Validation Question Evidence

Not mention (65%) Did notable achievements and impact in
Liga MX earn Jorge Enríquez Garcías a

debut for the Mexico national team?

... Jorge Enríquez first played for the Mexico
national team at the 2011 CONCACAF U-20
Championship ...

Need further infer-
ence (15%)

Is Chris Johns one of the most dominant
featherweight champions in boxing his-

tory?

... Chris John was The Ring’s #8-ranked feather-
weight in the world (and #10 pound-for-pound)
...

Subjective (9%) Has Bobo Baldé left a lasting impact on
the football world?

... Dianbobo "Bobo" Baldé (born 5 October
1975) is a former professional footballer who
played as a defender ...

Misclassified examples (11%)

as showed in table 3. The most prevalent cases,
found in 65% of cases, is that the evidence pro-
vided does not directly contain relevant informa-
tion to support or contradict. The second most
common error of the generated text, accounting for
15% of the instances, is that while the evidence is
relevant, it requires additional inference. Also, 9%
of cases involve subjective, opinion-based or inter-
pretative content that is hard to classify objectively.
Finally, our findings reveal that EVER incorrectly
categorizes 11% of examples as "Not Enough Info"
(NEI), despite these instances actually being sup-
portive or contradictory. Nevertheless, the high
accuracy of NEI-classified examples demonstrates
both EVER’s strong performance and the practical-
ity of user warnings, cautioning against potential
lack of factuality.

Efficiency Analysis. Although the proposed active
concept-level validation and rectification in EVER
incurs time overheads, these overheads are typical
in similar retrieval-based baselines. As Table 4
illustrates, all three EVER variants demonstrate
runtime comparable to those of other methods in bi-
ography generation and multi-hop reasoning. The
efficiency of EVER results from the simplification
of tasks into shorter, few-shot, or zero-shot prompts
and the parallel validation of extracted concepts.

4 Experiment of Enhancing Factuality
with Preference Tuning

In this section, we study the performance of finetun-
ing language models by using the EVER-generated
preference data pair to reduce hallucination.

4.1 Experimental Setup
Datasets and Experiment Settings. We adopt
the aforementioned biography generation task and
use the same 183 human entities as the test set to
evaluate the fine-tuning result. Follow Tian et al.
(2023a), we use the EVER-generated data as the
preferred sample and other 20 randomly zero-shot
generations for each human entity as the dispre-
ferred sample. In total, we have 10,000 training
preference pairs.
Baselines. We compare several methods, including
the vanilla approach, which uses the SFT model
output. Another baseline is FactTune-FS (Tian
et al., 2023a), which samples 10 generations and
runs DPO on

(
10
2

)
pairs with using FactScore to se-

lect the better one in each pair. Both of these two ap-
proaches compare with EVER-PREF (NRG+SQ).
In addition, we use the vanilla RAG-generated data
(RAG-PREF) as the chosen text as a baseline to cre-
ate preference data pairs, which is then compared
with the retrieval-based version of EVER-PREF.

4.1.1 Results & Analysis.
As shown in Table 5, fine-tuning the Llama-2-7B-
chat model on the biography generation task has

Table 4: Average runtime (s) comparison across differ-
ent methods on the two datasets for the GPT 3.5 Turbo
model. ∗For CRITIC, involving up to three iterations,
we calculate the average runtime.

Method Biography HotpotQA

RRAR 210.5 -
IRCoT - 67.2
CRITIC∗ - 83.8

EVER (NRG+SQ) 195.7 73.6
EVER (NRG+ER) 141.8 86.9
EVER (RAG+ER) 115.4 62.8



yielded insights into reducing hallucination in lan-
guage models. Initially, finetuning using the gen-
erated data by retrieval-free and self-query ver-
sions of EVER demonstrates a reduction in hal-
lucinations, as evidenced by the improvement in
FactScore from the Vanilla baseline of 36.8% to
47.3% with EVER-PREF (NRG+SQ). This indi-
cates that fine-tuning with retrieval-free methods
enhances the factual accuracy of language models.

Further advancements are observed when fine-
tuning incorporated text generated through retrieval
mechanisms. Specifically, the utilization of more
factual data by retrieval during fine-tuning, partic-
ularly with EVER-PREF (NRG+ER) and EVER-
PREF (RAG+ER), increases the performance even
further, achieving FactScores of 52.8% and 53.9%
respectively. These results underscore the poten-
tial of fine-tuning language models with factually
enriched datasets to mitigate hallucinations.

Table 5: Results of finetuning the Llama-2-7B-chat
model on the biography generation task.

Method FACTSCORE (%)

Vanilla 36.8
FactTune-FS 45.4
EVER-PREF (NRG+SQ) 47.3

RAG-PREF 50.2
EVER-PREF (NRG+ER) 52.8
EVER-PREF (RAG+ER) 53.9

5 Related Work

Hallucination Detection. Detecting hallucina-
tions in LLMs is crucial for ensuring the relia-
bility of generated content. To detect LLM hal-
lucination, the first line of methods analyze the
probability of tokens (Mielke et al., 2022; Kada-
vath et al., 2022; Varshney et al., 2023). Another
line of methods leverage the inconsistency between
multiple generated examples, including NLI-based
approaches (Elaraby et al., 2023; Manakul et al.,
2023) and QA-based methods (Manakul et al.,
2023; Agrawal et al., 2023). In addition, Cohen
et al. (2023) introduced a method in which one LM
acts as an examiner, repeatedly cross-examining
the outputs of the other LM to test their consistency.
Hallucination Mitigation. A number of ap-
proaches have been developed to mitigate hallucina-
tion in LLMs. One line of work focuses on manip-
ulating the model via decoding strategies (Chuang
et al., 2023; Shi et al., 2023; Li et al., 2022, 2023) or
preference fine-tuning (Tian et al., 2023b). Another
line of work uses post-hoc edit methods, which can

be further divided into those involving retrieval
(Peng et al., 2023; Menick et al., 2022; Gao et al.,
2022; Chern et al., 2023; Yu et al., 2023; Varsh-
ney et al., 2023) and non-retrieval based strategies
(Dhuliawala et al., 2023; Zhou et al., 2023). RAG
is another approach to improve factuality by inte-
grating external knowledge during the generation
process (Lewis et al., 2020; Jiang et al., 2023; Asai
et al., 2023). Yet, non-retrieval-based methods lack
of updated information, RAG lacks of robustness to
irrelevant and useless context, and post-hoc editing
methods may not address the snowballing issue of
hallucinations. Our proposed method, with step-
by-step verification and rectification, effectively
mitigates these challenges in prior work. In addi-
tion, we show that our proposed method EVER
can be utilized to create better preference data to
further finetune a LLM to be enhance its factuality.
Reasoning Improvement. Several studies aim to
enhance LLMs’ performance in reasoning tasks.
One line of works uses prompting strategies (Wei
et al., 2022; Zhou et al., 2022; Kojima et al., 2022;
Wang et al., 2022) to divide a difficult task into
simpler ones and/or utilizes external tools to aid
LLMs (Yao et al., 2022; Schick et al., 2023; Gao
et al., 2023a; Yang et al., 2022), both of which are
solving problems sequentially without checking the
correctness of generation. Also, Gou et al. (2023);
Zhao et al. (2023) involves post-generation verifi-
cation. However, these works only focus on reason-
ing tasks, making it difficult to generalize to non-
reasoning tasks. Additionally, they don’t improve
the trustworthiness of generated texts. We take
these challenges into consideration, and EVER uti-
lizes general-purpose verification and rectification
strategies that are suitable for various tasks. Fur-
thermore, the user warning further enhances the
trustworthiness of generated texts.

6 Conclusion

In this paper, we introduce the EVER, aiming to
mitigate hallucination in LLMs. EVER effectively
addresses both intrinsic and extrinsic hallucinations
while also reducing the propagation of errors that
may occur in sequential text generation. Our em-
pirical results demonstrate that EVER significantly
reduces hallucination in various tasks, including
short-form QA, long-form biography generation,
and reasoning. Moreover, EVER is able to gener-
ate better preference data pair to further finetune
the model to reduce hallucination.



Limitation

This study acknowledges limitation in the EVER
framework. Unlike conventional fact-checking pro-
cess, which involves considering the information
beyond the evidence (e.g., claimant, claim date,
source, etc.) to check the factual accuracy, our
focus is solely on enhancing text attribution to re-
duce hallucinations. This only require an reference
(which might be incorrect) that could support a
fact.
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A Additional Experiment on Short-form
QA Task

Honesty-tuned LLMs may exhibit over-
conservatism due to an imbalanced trade-off
between helpfulness and honesty (Ouyang et al.,
2022). In this short-form QA task, we evaluate
EVER’s ability to strike a better balance in this

trade-off. Employing open-domain questions,
EVER is designed to either abstain from answer-
ing or to modify answers depending on the context,
aiming for generating more trustworthy text.

A.1 Experimental Setup
Dataset. In this task, we use two short-form QA
datasets, including TriviaQA-unfiltered (Joshi et al.,
2017) and ALCE-Qampari QA (Gao et al., 2023b).
For TriviaQA, we assume there is only one correct
answer for each question. Since the test set of
TriviaQA is not publicly available, we use the same
test split from validation set as Min et al. (2019);
Asai et al. (2023).
Evaluation Metric. Following Schick et al. (2023),
we evaluate performance based on whether gold
answers are included in the model generations,
rather than strictly requiring an exact string match.
We report accuracy on the answered examples as
Nc/(Nall −Nrej), and the percentage of trustwor-
thy examples as (Nc+Nrej)/Nall, where Nc, Nrej ,
and Nall represent the number of correct examples,
abstention examples, and all examples, respectively.
For Qampari QA, where the gold answer is a list
of answers, we follow Gao et al. (2023b); Schick
et al. (2023) in evaluating performance using the
recall@5 metric. Here, we consider recall to be
100% if the prediction includes at least 5 correct
answers. Additionally, we assess the precision of
the model’s prediction by checking for an exact
string match with the gold answer list.
Baselines. We evaluate EVER against two cate-
gories of baseline approaches: (1) zero-shot gener-
ation and vanilla retrieval-augmented generation,
and (2) improvements to the baselines in category
(1) by prompting LLMs to abstain from uncertain
examples. In the zero-shot and RAG approaches
with abstention prompting, LLMs respond with
"Sorry, I don’t know" when unsure or when re-
trieved evidence is insufficient to answer, respec-
tively. See detailed discussions in Appendix C.
Experiment Settings. We employ two methods to
retrieve relevant evidence: Google and the dataset.
For each question, we retrieve the top 5 relevant
documents from the provided dataset. When using
Google, we retrieve a total of 10 relevant docu-
ments by querying both the question and the con-
catenation of the question and answer strings.

A.2 Results and Analysis
Table 6 reveals that traditional abstention
prompting-based methods, as highlighted



Table 6: The results of GPT 3.5 turbo on the Trivia QA and Qampari QA datasets.

Method Retrieval Trivia QA Qampari QA
Accuracy %Trustful %Abstention Recall@5 Precision %Abstention

Zero-shot N/A 76.7 76.7 - 11.6 16.8 -
Zero-shot+prompting 80.4 79.0 11.7 11.4 33.5 46.0
EVER (NRG+ER) Dataset 83.4 82.8 3.0 11.8 26.6 9.0

RAG
Dataset

71.3 71.3 - 22.8 35.2 -
RAG+prompting 79.2 80.3 14.7 22.7 38.9 29.5
EVER (RAG+ER) 82.3 86.8 5.3 23.3 39.2 1.0

RAG
Google

79.0 79.0 - - - -
RAG+prompting 81.3 82.0 10.0 - - -
EVER (RAG+ER) 84.9 87.7 4.0 - - -

in Ouyang et al. (2022), tend to exhibit over-
conservatism by refusing to answer a significant
number of questions across datasets. In contrast,
our EVER method stands out for its inclination
to provide correct answers rather than abstaining,
significantly enhancing the helpfulness of the
generated text. Additionally, EVER outperforms
other baselines in trustworthiness, as evidenced by
its higher trustful rate in Trivia QA. Furthermore,
EVER demonstrates strong performance in
producing higher correctness/factuality, showing
higher accuracy, precision and recall compared
to other baselines. Finally, EVER with evidence
retrieval can also address the limitations of
RAG. In the Trivia QA dataset, RAG performs
even worse compared with zero-shot generation
when using the top-5 retrieved documents from
the provided dataset as context, often due to
the inclusion of irrelevant or misleading text.
However, this issue can be effectively resolved by
employing EVER. In summary, EVER effectively
balances the trade-off between helpfulness and
honesty, ensuring that the text it generates is both
informative and reliable.

B Multi-Round Rectification

We evaluate the effects of allowing multi-round rec-
tification for GPT 3.5 Turbo model. The results in
Table 7 shows that in general one round of rectifica-
tion is sufficient for both tasks. Additional rounds
of rectification yield negligible improvements in
performance.

C Short-form QA Baselines

Zero-shot involves generating texts solely based on
the provided prompt without any additional contex-
tual information. Retrieval Augmented Generation
(RAG) incorporates an external knowledge in the

Table 7: The results of multi-round rectification of
EVER (NRG+ER) on the biography generation and rea-
soning tasks for GPT 3.5 Turbo.

# Rounds FACTSCORE (%) EM (%) F1 (%)

1 94.5 42.3 58.1
2 94.7 43.5 57.8
3 95.2 43.1 59.4
4 93.8 42.6 58.3

prompt to enhance the generation process. RAG
has two sources: relevant documents provided in
the original datasets and relevant documents ob-
tained through Google Search. For prompting,
we employ prompting engineering to increase the
trustworthiness of generated text by instructing the
model to respond with "I don’t know" if there is no
answer within the context. The model’s response
"I don’t know" is considered an abstention. For the
methods of zero-shot, zero-shot+prompting, RAG,
and RAG+prompting, as well as different datasets,
we use different prompts, which are listed in Ta-
ble 8 and Table 9.

D Biography Generation Baselines

• Dola: This decoding method leverages the ob-
served phenomenon that certain transformer
layers within LLMs tend to localize factual
knowledge. It computes the distribution for
the next token by comparing the logit discrep-
ancies when mapped to the vocabulary from
later versus earlier layers.

• CoVe: In this non-retrieval-based pipeline,
a LM sequentially drafts a response, devises
fact-checking queries, independently answers
them to avoid bias, and finally produces a
verified response.

• RRAR: This approach automatically at-



tributes the generated text from any model
and subsequently refines the output to rectify
any unsupported content, striving to maintain
the integrity of the initial output.

• Self-RAG: This method improves an LM’s
output quality and accuracy by incorporating
retrieval and self-reflection. It trains an LM to
fetch relevant passages as needed and to intro-
spect on both the passages and its own gener-
ated content with "reflection tokens." These
tokens allow for controlled inference, making
the LM flexible for various tasks.

E Reasoning Baselines

• CRITIC: This method enables LLMs to self-
validate and iteratively refine their outputs,
mimicking human revision processes. It be-
gins with an initial output and utilizes tools to
assess and enhance text quality based on the
feedback received.

• IRCoT: This work integrates retrieval into the
Chain of Thought process, using each step
to direct retrieval and leveraging the gathered
information to bolster the reasoning chain.

F Prompt Templates



Table 8: The prompts used to generate answers for the QampariQA dataset.

Zero-shot
Provide a list of accurate answers for the given question using only the provided context (some of which might be irrelevant).
Separate answers by semicolons. For questions that have more than 5 answers, write at least 5 answers.
Question: ...
Answer:

Zero-shot+prompting
Provide a list of accurate answers for the given question using only the provided context (some of which might be irrelevant).
Separate answers by semicolons. For questions that have more than 5 answers, write at least 5 answers. If there is no answer in
the context, reply “sorry I don’t know”.
Question: ...
Answer:

RAG
Context: ...
Provide a list of accurate answers for the given question using only the provided context (some of which might be irrelevant).
Separate answers by semicolons. For questions that have more than 5 answers, write at least 5 answers.
Question: ...
Answer:

RAG+prompting
Context: ...
Provide a list of accurate answers for the given question using only the provided context (some of which might be irrelevant).
Separate answers by semicolons. For questions that have more than 5 answers, write at least 5 answers. If there is no answer in
the context, reply “sorry I don’t know”.
Question: ...
Answer:

Table 9: The prompts used to generate answers for the TriviaQA dataset.

Zero-shot
Answer the following question.
Question: ...
Answer:

Zero-shot+prompting
Answer the following question based on the context. If there is no answer in the context, reply “sorry I don’t know”.
Question: ...
Answer:

RAG
Context: ...
Answer the following question based on the context.
Question: ...
Answer:

RAG+prompting
Context: ...
Answer the following question based on the context. If there is no answer in the context, reply “sorry I don’t know”.
Question: ...
Answer:



Table 10: The prompts used to extract concepts.

Instruction: Identify all objective factual concepts from the following sentence. Exclude the main subject and
any subjective terms. Include all numerical details (such as times, quantities, etc.). Present your findings in a list
separated by semicolons.
Sentence: Claude Monet (14 November 1840 – 26 December 1926) was a French painter born in Rue Laffitte, Paris,
France, who along with his companions Auguste Renoir, Edgar Degas and Pierre-Auguste Renoir, is often referred
to as the founder of Impressionism.
Answer: 14 November 1840; 26 December 1926; Rue Laffitte, Paris, France; French; painter; Auguste Renoir;
Edgar Degas; Pierre-Auguste Renoir; founder of Impressionism

Instruction: Identify all objective factual concepts from the following sentence. Exclude the main subject and
any subjective terms. Include all numerical details (such as times, quantities, etc.). Present your findings in a list
separated by semicolons.
Sentence: Lee Min-ho has also won several awards for his outstanding performances in popular films like "Gangnam
Blues" and "Bounty Hunters."
Answer: awards; popular films; Gangnam Blues; Bounty Hunters

Instruction: Identify all objective factual concepts from the following sentence. Exclude the main subject and
any subjective terms. Include all numerical details (such as times, quantities, etc.). Present your findings in a list
separated by semicolons.
Sentence: Pablo Escobar, often referred to as "El Patrón," was a Colombian drug lord and the leader of the Medellín
Cartel, dominating the cocaine trade during the 1970s and 1980s.
Answer: El Patrón; Colombian; drug lord; Medellín Cartel; cocaine trade; 1970s; 1980s

Instruction: Identify all objective factual concepts from the following sentence. Exclude the main subject and
any subjective terms. Include all numerical details (such as times, quantities, etc.). Present your findings in a list
separated by semicolons.
Sentence: Meryl Streep earned widespread acclaim for her performances in films like "The Iron Lady," "Doubt,"
and "Julie & Julia."
Answer: The Iron Lady; Doubt; Julie & Julia

Instruction: Identify all objective factual concepts from the following sentence. Exclude the main subject and
any subjective terms. Include all numerical details (such as times, quantities, etc.). Present your findings in a list
separated by semicolons.
Sentence: {sentence}
Answer:

Table 11: The prompts used to generate validation questions for smaller models, such as Llama 2 7B/13B Chat. For
GPT-3.5, we use zero-shot with the same instruction.

Sentence: Leonardo da Vincian, an Italian polymath of the High Renaissance who was active as a painter, draughtsman, engineer,
scientist, theorist, sculptor, and architect, was born in Vinci, Italy, on 15 April 1452.
For the above sentence about "Leonardo da Vinci", generate a yes/no question WITHOUT any pronouns about the entity of "15
April 1452". The question MUST contain the entity.
Question: Was Leonardo da Vinci born on 15 April 1452?

Sentence: Wolfgang Amadeus Mozart, during his brief lifetime, composed more than 600 works, many of which are acknowl-
edged as the pinnacles of symphonic, concertante, chamber, operatic, and choral music.
For the above sentence about "Wolfgang Amadeus Mozart", generate a yes/no question WITHOUT any pronouns about the
entity of "more than 600 works". The question MUST contain the entity.
Question: Did Wolfgang Amadeus Mozart compose more than 600 works during his lifetime?

Sentence: Frida Kahlo, a renowned Mexican artist, is best known for her self-portraits and works like "The wounded deer" and
"The Two Fridas".
For the above sentence about "Frida Kahlo", generate a yes/no question WITHOUT any pronouns about the entity of "The Two
Fridas". The question MUST contain the entity.
Question: Did Frida Kahlo create "The Two Fridas"?

Sentence: {sentence}
For the above sentence about "{topic}", generate a yes/no question WITHOUT any pronouns about the entity of "{topic}". The
question MUST contain the entity.
Question:



Table 12: The prompts used to do support checking with evidence retrieval.

Based on the evidence, answer the following question by selecting one of these options: True, False, or Not Enough
Information. YOU MUST PROVIDE THE REASONING FIRST BEFORE MAKING A DECISION.
Evidence: Jane Austen - BritishLiteratureArchive.org: Jane Austen (16 December 1775 – 18 July 1817) was an English
novelist known for her novels that critique the British landed gentry of the 18th century.
Question: Was Jane Austen an English novelist?
Answer: The evidence presents Austen as an English novelist. The claim is consistent with this information. Therefore, the
decision is True.

Based on the evidence, answer the following question by selecting one of these options: True, False, or Not Enough
Information. YOU MUST PROVIDE THE REASONING FIRST BEFORE MAKING A DECISION.
Evidence: Ada Lovelace - WomenInTechHistory.com: Ada Lovelace (10 December 1815 – 27 November 1852) was an
English mathematician and writer, chiefly known for her work on Charles Babbage’s proposed mechanical general-purpose
computer, the Analytical Engine.
Question: Is Ada Lovelace regarded as the first computer programmer?
Answer: The evidence describes Ada’s significant work on the Analytical Engine, a proposed mechanical computer by
Charles Babbage. However, it doesn’t explicitly state that she is considered the first computer programmer. Therefore, the
decision is Not Enough Information.

Based on the evidence, answer the following question by selecting one of these options: True, False, or Not Enough
Information. YOU MUST PROVIDE THE REASONING FIRST BEFORE MAKING A DECISION.
Evidence: Leonardo da Vinci - RenaissanceMasters.org: Leonardo da Vinci (15 April 1452 – 2 May 1519) was an Italian
polymath of the Renaissance era, known for his works in painting, science, mathematics, and various other fields.
Question: Was Leonardo da Vinci a 17th-century composer known for his operas?
Answer: The evidence introduces da Vinci as an Italian polymath from the Renaissance era, acclaimed for his contributions
in painting, science, and other areas. The claim erroneously describes him as a 17th-century composer, which doesn’t align
with the known facts. Therefore, the decision is False.

Based on the evidence, answer the following question by selecting one of these options: True, False, or Not Enough
Information. Multiple sources of evidence are presented, each separated by a semicolon. YOU MUST PROVIDE THE
REASONING FIRST BEFORE MAKING A DECISION.
Evidence: {evidence}
Question: {validation question}
Answer:



Table 13: The prompts used to do support checking with self-query. We use an "According to" prompting strategy
to better recall memorized facts in LMs (Weller et al., 2023).

Answer the following question by selecting one of these options: True, False, or Not Enough Information. YOU MUST
PROVIDE THE REASONING FIRST BEFORE MAKING A DECISION.
Question: Was Jane Austen an English novelist?
Answer: According to Wikipedia, Jane Austen (1775-1817) was an English novelist who is best known for her six major
novels, including "Pride and Prejudice," "Sense and Sensibility," and "Emma." Therefore, the decision is True.
Question: Was Jane Austen an English novelist?
Answer: According to Wikipedia, Jane Austen (1775-1817) was an English novelist who is best known for her six major
novels, including "Pride and Prejudice," "Sense and Sensibility," and "Emma." Therefore, the decision is True.
Answer the following question by selecting one of these options: True, False, or Not Enough Information. YOU MUST
PROVIDE THE REASONING FIRST BEFORE MAKING A DECISION.
Question: Was Jane Austen an English novelist?
Answer: According to Wikipedia, Jane Austen (1775-1817) was an English novelist who is best known for her six major
novels, including "Pride and Prejudice," "Sense and Sensibility," and "Emma." Therefore, the decision is True.
Answer the following question by selecting one of these options: True, False, or Not Enough Information. YOU MUST
PROVIDE THE REASONING FIRST BEFORE MAKING A DECISION.
Question: Is Ada Lovelace regarded as the first computer programmer?
Answer: According to Wikipedia, Ada Lovelace (1815-1852) was an English mathematician and writer, known for her work
on Charles Babbage’s early mechanical general-purpose computer, the Analytical Engine. No further information about her
high school love is mentioned on Wikipedia. Therefore, the decision is Not Enough Information.

Answer the following question by selecting one of these options: True, False, or Not Enough Information. YOU MUST
PROVIDE THE REASONING FIRST BEFORE MAKING A DECISION.
Question: Was Leonardo da Vinci a 17th-century composer known for his operas?
Answer: According to Wikipedia, Leonardo da Vinci as an Italian polymath from the Renaissance era, acclaimed for his
contributions in painting, science, and other areas. The claim erroneously describes him as a 17th-century composer, which
doesn’t align with the known facts. Therefore, the decision is False.
Answer the following question by selecting one of these options: True, False, or Not Enough Information. YOU MUST
PROVIDE THE REASONING FIRST BEFORE MAKING A DECISION.
Question: {validation question}
Answer: According to Wikipedia,


